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Abstract
Disaggregated Large Language Model (LLM) inference decouples
the compute-intensive prefill stage from the memory-intensive de-
code stage, allowing low-end, compute-focused GPUs for prefill and
high-end, memory-rich GPUs for decode, which reduces cost while
maintaining high throughput. However, transmitting Key-Value
(KV) data between the two stages can be a bottleneck, especially for
long prompts. Additionally, the computational overhead in the two
stages is key for optimizing Job Completion Time (JCT), and KV
data size can become prohibitive for long prompts and sequences.
Existing KV quantization methods can alleviate transmission and
memory bottlenecks, but they introduce significant dequantization
overhead, exacerbating the computation time.

We propose Homomorphic Acceleration via Compression of
the KV cache (HACK) for disaggregated LLM inference. HACK
eliminates the heavy KV dequantization and directly computes on
quantized KV data to approximate and reduce the cost of expensive
matrix multiplication. Extensive trace-driven experiments show
that HACK reduces JCT by up to 70.9% compared to disaggregated
LLM inference baseline and by up to 52.3% compared to state-of-
the-art KV quantization methods.

CCS Concepts
• Computing methodologies→ Natural language generation;
• Networks → Application layer protocols; • Information
systems → Information systems applications.
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1 Introduction
Disaggregated LLM inference improves cost-efficiency by assign-
ing low-end GPUs (e.g., NVIDIA A10G, V100, T4, and L4) to the
prefill stage and high-end GPUs (e.g., A100 and H100) to the de-
code stage [8, 16, 17, 19, 23, 24, 26, 27]. However, Key-Value (KV)
transmission between the two stages can be a bottleneck, since
low-end GPU instances often lack high-speed networking for cost
savings. For example, AWS’s A10G, V100, T4, and L4 instances
cost roughly 10–20 times less than A100 instances—which typi-
cally offer 400 Gbps bandwidth—but their networks are limited to
10–50 Gbps or lower [10]. Similarly, Tencent Cloud’s A100 instances
are configured with only 5–50 Gbps bandwidth to cut costs [12].
Computation can also become a bottleneck due to the attention
mechanism. Moreover, during the decode stage, GPU memory is
constrained by the large volume of cached KV data [23, 27].

KV quantization (e.g., CacheGen [22] and KVQuant [15]) can
alleviate transmission and memory bottlenecks. They quantize KV
data after each iteration before storing it in the cache and then
retrieve and dequantize all tokens’ KV data in the next decode it-
eration. However, they introduce significant KV dequantization
overhead and cannot reduce computation time.

Ideally, arithmetic operations should be executable directly on
quantized KV data, eliminating dequantization and accelerating
computation through smaller data elements. A similar idea has
been explored for gradient aggregation [21], but this was limited
to addition operations and unsuitable for the matrix multiplica-
tions required in the attention mechanism. To this end, we pro-
pose Homomorphic Acceleration via Compression of the KV cache
(HACK) for disaggregated LLM inference. HACK addresses the KV
transmission bottleneck by enabling computation on quantized
data (INT2/8) while maintaining comparable inference accuracy
and reducing computation and memory constraints. HACK is com-
patible with any quantization method that dequantizes data by
linear transformation (e.g., MXFP4/8 [25]). We open-sourced the
code of HACK [2]. This work does not raise any ethical issues.

2 Motivation
We show the networking, computation, and memory bottlenecks
and demonstrate the limitations of current KV quantization meth-
ods in addressing these issues. The default experiment settings are
detailed in §4.

In our measurements with the default settings, KV transmission
can contribute up to 42.2% of JCT. Prefill and decode times can
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Figure 1: Overview of HACK for disaggregated LLM inference.

reach up to 45.6% and 84.3% of JCT. GPU memory usage can reach
up to 93.7%. KV memory access can reach up to 33.1% of JCT.

Although KV quantization (e.g., CacheGen and KVQuant) can
reduce KV transmission overhead, memory usage, and KV memory
access time, they introduce substantial dequantization costs per
decode iteration. In our measurements, CacheGen and KVQuant
introduce additional KV dequantization overhead up to 37.9% of
JCT, which can be even higher for long sequences. In addition,
they cannot reduce computation time. This highlights the need
for a quantization method that simultaneously lowers communica-
tion and memory overhead, avoids the cost of dequantization, and
reduces computation time.
3 Design
HACK avoids KV dequantization and reduces attention compu-
tation time via homomorphic matrix multiplication on quantized
data. Fig. 1 illustrates the workflow. The most critical step is Step
2 , which quantizes KV to INT2 and query Q to INT8 using ho-
momorphic quantization, followed by Step 3 , which performs
homomorphic computation on the quantized data. HACK consists
of the following components.
Homomorphic quantization for matrix multiplication. Atten-
tion primarily involves matrix multiplications. For anymatrix multi-
plication𝐶 = 𝐴𝐵, HACK quantizes𝐴 and 𝐵 to obtain𝐴′ and 𝐵′ and
then finds 𝐶′ = 𝐴′𝐵′ to obtain a quantized output 𝐶′. 𝐶′ is subse-
quently turned into an approximation of𝐶 with a minimal overhead.
We use an asymmetric 2-bit/8-bit stochastic quantization [20] when
performing homomorphic quantization to reduce quantization er-
ror. It identifies the minimum (𝑚𝑖𝑛𝑖 ) and maximum (𝑚𝑎𝑥𝑖 ) values
of the matrix elements and computes the 𝑠𝑐𝑎𝑙𝑒 = 𝑚𝑎𝑥𝑖−𝑚𝑖𝑛𝑖

22−1 . Each
original value 𝑥 is quantized to an integer 𝑥 ′ = 𝑟𝑜𝑢𝑛𝑑 ( 𝑥−𝑚𝑖𝑛𝑖

𝑠𝑐𝑎𝑙𝑒
).

The stochastic rounding 𝑟𝑜𝑢𝑛𝑑 (∗) rounds ∗ to ⌊∗⌋ with probability
(⌈∗⌉ − ∗)/⌈∗⌉ − ⌊∗⌋) and to ⌈∗⌉ otherwise. We explain how to esti-
mate 𝐶 given 𝐶′. Let 𝑎𝑖𝑧 represent the element in the 𝑖-th row and
𝑧-th column of 𝐴, and 𝑏𝑧 𝑗 represent the element in the 𝑧-th row
and 𝑗-th column of 𝐵. The matrix multiplication 𝐶 = 𝐴𝐵 can then
be expressed as 𝑐𝑖 𝑗 =

∑
𝑧 𝑎𝑖𝑧𝑏𝑧 𝑗 ,∀𝑖, 𝑗 . Let𝑚𝑎𝑖 and 𝑠𝑎𝑖 denote the

minimum and scale values of 𝑎𝑖𝑧 . Since 𝑎′𝑖𝑧 = 𝑟𝑜𝑢𝑛𝑑 ( 𝑎𝑖𝑧−𝑚𝑎𝑖

𝑠𝑎𝑖
)

and 𝑏′
𝑧 𝑗

= 𝑟𝑜𝑢𝑛𝑑 (
𝑏𝑧 𝑗−𝑚𝑏𝑗

𝑠𝑏𝑗
), we have 𝑎𝑖𝑧 ≈ 𝑠𝑎𝑖𝑞𝑎𝑖𝑧 + 𝑚𝑎𝑖 and

𝑏𝑧 𝑗 ≈ 𝑠𝑏 𝑗
𝑞𝑏𝑧 𝑗 +𝑚𝑏 𝑗

. Thus, (𝐴𝐵)𝑖 𝑗 can be extended to:∑︁
𝑧

𝑎𝑖𝑧𝑏𝑧 𝑗 ≈ 𝑠𝑎𝑖 𝑠𝑏 𝑗

∑︁
𝑧

𝑎′𝑖𝑧𝑏
′
𝑧 𝑗 +𝑚𝑏 𝑗

𝑠𝑎𝑖

∑︁
𝑧

𝑎′𝑖𝑧+

𝑚𝑎𝑖 𝑠𝑏 𝑗

∑︁
𝑧

𝑏′𝑧 𝑗 + 𝑍𝑚𝑎𝑖𝑚𝑏 𝑗
,

(1)

where {∑𝑧 𝑎
′
𝑖𝑧
𝑏′
𝑧 𝑗
,∀𝑖, 𝑗} is the quantized matrix multiplication that

can be accelerated by INT8 computation. The other terms in Eq. (1)
allow computating an approximation of

∑
𝑧 𝑎𝑖𝑧𝑏𝑧 𝑗 (𝐶) from

∑
𝑧 𝑎

′
𝑖𝑧
𝑏′
𝑧 𝑗

(𝐶′). Eq. (1) provides homomorphic computation for multiplication.
Summation elimination.We store the sum

∑
𝑧 𝑏

′
𝑧 𝑗

in Eq. (1) for
𝐾 and𝑉 during decode and reuse them every iteration to avoid the
recomputation cost for the decode stage. This only needs a little
extra memory, up to ∼2.7% of the GPU memory capacity.
Requantization elimination for the last block of 𝑉 . Quanti-
zation is applied to groups of elements. For the value matrix 𝑉 ,
each group spans the sequence dimension. During decode, if the
last block of 𝑉 has fewer tokens than the group size, quantization
metadata (e.g., the minimum) is undefined, requiring recomputation
and requantization at each iteration until the group is full. To avoid
this, we store the original FP16 values of the last group𝑉 in a cache,
which consumes at most 0.51% of the GPU memory capacity.

4 Evaluation
Amazon EC2 provides a wide selection of GPU instances [9]. We
use two AWS p4de.24xlarge (8 A100 and 400 Gbps for each) for de-
code [23, 27]; ten g5.12xlarge (4 A10G and 40 Gbps for each), sixteen
p3.8xlarge (4 V100 and 10 Gbps for each), sixteen g4dn.12xlarge
(4 T4 and 50 Gbps for each), ten g6.12xlarge (4 L4 and 40 Gbps
for each), or two p4de.24xlarge for prefill to avoid underutilizing
decode instances [23]. We evaluate HACK using Mistral-v0.3 7B [7],
Phi-3 14B [6], Yi 34B [1], Llama-3.1 70B [5], and Falcon 180B [3]
with their recommended and empirically validated Tensor Paral-
lelism (TP) and Pipeline Parallelism (PP) sizes [23, 27] across various
datasets (IMDb [18], HumanEval [11], GSM8K [4], arXiv [13], and
Cocktail [14]).

When achieving 99% of the accuracy of the disaggregated base-
line without quantization, HACK provides up to 86% KV size reduc-
tion, up to 70.9% JCT reduction over the disaggregated baseline, and
up to 52.3% JCT reduction over quantization methods (CacheGen
and KVQuant).
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